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ABSTRACT
Many states and districts in the United States use school report cards to share 

accountability data in which K–12 schools are rated on a variety of metrics, including test 
scores, which create a categorical grade or rating� These report cards are shared with 
the public as a mechanism of school accountability and in the process of school choice� 
This paper explores the causal impact of a school report card used by the New York City 
Department of Education which was not attached to specific rewards and/or sanctions� I 
use a regression discontinuity approach to analyze the impact of receiving a lower 
rating� I find that just receiving a low rating leads to an increase in Math score growth in 
comparison to similar schools just beyond the cut point, although no such effect is 
found in English score growth� I also explore implications in the context of school/
district policy and leadership�
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The introduction of the No Child Left Behind (NCLB) Act ushered in a host of changes to 
U.S. public schooling, including new content standards, the introduction of Annual Yearly 
Progress requirements for all students, and a substantive increase in testing requirements 
(Linn et al., 2002). While schools in the past were accountable to municipalities and states 
to varying degrees, NCLB formally required all schools to collect annual testing data to 
verify their progress towards the goal of all students achieving proficiency in math and 
reading by 2013–2014 (Dee & Jacob, 2011). 

Another key element of NCLB was a new focus on the public sharing of these 
aforementioned school-level data (Dee & Jacob, 2011), with most states and many districts 
beginning to publish reports on individual school quality. States and districts often 
formatted these reports as report cards, sometimes even mimicking classic A to F grades. 
For these report cards, schools are rated on a collection of measures of varying scales, but 
a final grade is determined through some scaling mechanism. School report cards have 
been widely examined and researchers have found far-reaching consequences of their 
implementation, including changing parents’ choice of schools away from low scoring 
schools (Friesen et al., 2012), and impacting housing markets as high scoring schools 
drive up property prices (Figlio & Lucas, 2004). There is also evidence that school report 
cards shift behavior within schools; Chakrabarti (2007) found that schools receiving low 
scores on school report cards focus on students at or near minimum criteria cutoffs for 
proficiency.

A salient question, then, is whether school report cards are working efficiently and as 
intended: to communicate school quality to parents, as well as share data with district 
and school employees to effect change. A second related question is whether schools 
substantively change practices based on the information provided to increase student 
achievement, rather than limited and particular effects. For example, if test scores are 
increasing, they may only be increasing for specific subgroups within a given school, 
suggesting only certain students are receiving increased attention because of a new focus 
on the rating. Last, it is possible that schools and their leaders may respond to the report 
card rating itself as an inherent signal, as opposed to some particular reward or sanction 
that may come attached to a particular rating. 

New York City provides a particularly interesting opportunity for investigating the 
impact of school report card systems. In 2015, the New York City Department of Education 
(NYCDOE) transitioned from an A to F report card system with attached consequences 
and rewards to a goal-based system with less specific grade metrics. In this paper, I 
contribute to the causal literature on mechanisms of school accountability by examining 
the impact of this post-2015 report card system in New York City. Specifically, this paper 
addresses the following research questions:

1. What is the causal impact of just receiving a lower school report card rating on exam 
scores?

2. What is the causal impact of just receiving a lower school report card rating on 
relevant achievement-oriented subgroups of students?

In this paper, I leverage the fact that NYCDOE-defined categorical Student Achievement 
ratings are sharply determined from a continuous score and use a regression discontinuity 
approach to examine the causal impact of just receiving particular low Student 
Achievement ratings in comparison to schools just receiving the higher score. This quasi-
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experimental approach yields causal estimates of the impact of just receiving the lower 
rating. 

While prior papers have examined the NYCDOE’s A to F report card system and found 
positive impacts on learning outcomes (Rockoff & Turner, 2010; Winters & Cowen, 2012), 
this paper examines the impacts of a newer, more holistic report card system which is 
substantively different in design and intention (discussed more in the following pages). 
Because the new, post-2015 system was entirely separate from sanctions and rewards, as 
opposed to the A–F system of the past, any measurable impacts on learning outcomes 
from this new system can be directly attributed to the rating itself and not any potential 
consequences. To measure the potential impact on learning outcomes, I developed 
multiple test score growth metrics from the years since the shift in policy to examine the 
impact of just receiving a given rating, namely score growth across grades and movement 
of specific student subgroups. 

In summary, I find that being just assigned a particular low rating (“Approaching 
Target”) has three notable impacts: first, there is a positive impact on math score 
growth; second, there is a negative impact on the proportion of students in the lowest, 
Level 1 math achievement category (i.e., there are proportionally fewer students in the 
lowest performance category the following year); third, there is a positive impact on the 
proportion of students in the proficient categories. There is not statistically significant 
evidence of similar trends in English test scores, however. Additionally, I do not find any 
significant impact of just receiving a rating of “Meeting Target” in comparison to similar 
schools receiving a rating of “Exceeding Target.”

In the following sections, I discuss prior research on accountability systems and provide 
context regarding the specific report card policy in New York City. I then discuss my 
analytic approach and report my findings. Finally, I discuss these findings in the context of 
policy and note potential future areas of research on the subject.

BACKGROUND 
PRIOR RESEARCH ON ACCOUNTABILITY SYSTEMS

Researchers have examined the impact of the strict accountability imposed and inspired 
by NCLB. Indeed, extant literature found evidence that the use of strict accountability 
scores had some notable positive impacts on student achievement and school practice. 
Chiang (2009) examined the threat of low accountability scores using a regression 
discontinuity design and found evidence that the pressure of a low score and the 
sanctions that are threatened therein increase math scores, shift pedagogy, and lead to 
the introduction of new curricula. The evidence that accountability scores lead to real, 
substantive shifts is largely replicated by Rouse et al. (2013). Relatedly, Carnoy and Loeb 
(2002) examined the relative strength of accountability systems across states, defining 
strength as the amount of pressure placed on schools to improve test scores based on 
state mandates; they found low strength accountability systems have little to no state-level 
accountability to increase student test scores, while high strength accountability systems 
place specific demands (including rewards or sanctions) on schools that meet or fail to 
meet testing thresholds. They also found that the strength is positively related to NAEP 
math scores.
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Prior research has also examined temporal differences within states as they shift from 
simply providing public reports of achievement to threatening sanctions and offering 
rewards for low or increasing performance (respectively). Hanushek and Raymond 
(2005) defined two distinct categories of accountability systems. First, they described a 
“system” as a mechanism in which states “[publish] outcome information on standardized 
tests for each school along with providing a way to aggregate and interpret the school 
performance” (p. 12). They differentiated, however, between “report card” states and 
“consequential” states; the former simply report out the data, while the latter attach 
specific consequences. Throughout the 1990s and early 2000s, many states transitioned 
from no data-based accountability system to a low (or no) consequence “report card” 
system to a “consequential” system with rewards and/or punishments; Hanushek and 
Raymond (2005) leveraged that shift to find that the introduction of consequential 
systems increased state-level NAEP scores, although not for all subgroups of students.

There is no consensus that strict accountability mechanisms are a panacea for issues 
of low student achievement, however. Jacob (2005) demonstrated that while there 
were increases in test scores in Chicago Public Schools after the introduction of a strict 
accountability system; those gains were driven by positive shifts in test-specific skills and 
student effort on exams. These gains may not be entirely productive or efficient if the 
long-term goal is raising student achievement, given the mechanisms identified are limited 
and test-specific. Deming et al. (2016) found that while the risk of receiving a low school 
rating may have positive impacts on schools receiving a high score had little impact. 
Further, low-scoring students in schools pressured to receive a higher rating may have 
actually experienced negative impacts on exam scores, as well as an increased likelihood 
of being classified into special education. Last, Deming and Figlio (2016) demonstrated 
that high-stakes testing (and its related accountability measures) led to increased and 
disproportionate attention being paid to “bubble” students (students on the threshold of 
achieving proficiency on a particular exam).

SCHOOL PROGRESS REPORTS AS AN ACCOUNTABILITY SYSTEM IN  
NEW YORK CITY

In 2007, the NYCDOE created a new “School Progress Report” protocol to assess its 
schools. Using a combination of student achievement data including test scores and 
credit accumulation, parent survey data, and other observational data gathered during 
superintendent review, numeric scores were calculated on a 1–100 scale, which were 
then collapsed by predefined bands into A–F grades. The grades were also intended to 
be linked to rewards and consequences, including bonus pay for teachers for successful 
schools and potential school closure for those with lower grades (Gootman & Medina, 
2007). Further, schools with a D or F rating were required to implement formal plans of 
school improvement, students in F schools were eligible for a special transfer process, and 
schools that met high grade thresholds were eligible for school-based budget bonuses, 
as well as principals earning personal bonuses (Rockoff & Turner, 2010). Low scores are 
also used as justification by district administration for staffing and administrative changes 
in schools in which they were received (Winters & Cowen, 2012). The fact that the scores 
were directly linked placed this policy squarely in the “consequential” bucket, as defined 
by Hanushek and Raymond (2005, p. 306).
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These reports were also widely available for public consumption, and designed to be 
interpretable by parents, educators, and others. The NYCDOE created carefully presented 
digital and print versions of these reports which prominently featured schools’ assigned 
letter grade, as well as selected other information. These reports were circulated at 
schools, in school selection publications developed by the NYCDOE, and made available 
both at each school’s official website and that of the NYCDOE, including past years’ 
reports (Corcoran & Pai, 2013). 

There were novel elements to these report cards, beyond simply their accessibility to the 
public, that attempted to correct prior issues in school accountability policies. Specifically, 
they used school peer groups, used to compare schools within more similar groupings, 
as opposed to comparing against the entire city school population. There were numerous 
ways the use of peer groups is important. First, strict and universal school accountability 
policies are often influenced by out-of-school factors (Hamilton & Koretz, 2002). Knowing 
this, the report cards were supposed to allow schools to be compared against peer 
groups with similar out-of-school circumstances (e.g., number of students in poverty, 
entering student academic preparation, etc.), and provide a report card grade that was 
contextualized in the reality that different schools serve different students. Second, these 
report cards included some growth measures instead of city-wide normed achievement 
metrics, again presenting the opportunity for equity in the consideration of schools with 
differing circumstances out of their control, in this case prior student achievement. Simply, 
schools would not be punished with a low accountability grade for serving students who 
entered with lower prior test scores than other schools in the city. Yet it is still unclear 
whether the use of these peer groups had the intended balancing impact on schools’ 
grades; according to Corcoran and Pai (2013), the Peer Index (the collapsed measure 
developed by NYCDOE which was used to group schools) did not have a notable impact 
on schools’ overall grades due to the diversity within the peer groups. This suggests 
the use of peer groups may not have actually adjusted the scores towards the end of 
providing balance across differing out-of-school circumstances.

The causal impact of the NYCDOE version of school report cards on student 
achievement has been investigated in two papers: Rockoff and Turner (2010) and Winters 
and Cowen (2012). Moreover, both studies used regression discontinuity approach to 
examine the impact of receiving a particular grade on exam scores. Rockoff and Turner 
(2010) examine grade 3–8 test scores and find significant positive impacts of receiving an 
F relative to a D, or a D grade relative to a C in both math and reading scores. Winters and 
Cowen (2012) add specificity to a similar analysis by adding student-level characteristics 
and identifiers, providing the ability to follow students from school to school across 
years. They find positive impacts on student test scores of receiving an F relative to a 
D, particularly in English scores, and those gains were persistent across multiple years. 
Together, the pieces suggest that NYCDOE’s school report cards do have a positive impact 
on test scores for schools at or near the cut points.

A NEW PROGRESS REPORT: THE “SCHOOL QUALITY REPORT”
Despite the positive impacts of the prior report card system, NYCDOE made substantive 

changes to the School Progress Report in 2015. There were a number of elements to 
this shift in policy. First, as noted by Corcoran and Pai (2013), the peer groups that were 
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designed to balance the prior report grades by comparing schools against similarly 
situated “peer” schools actually had little impact on the overall scores in the initial iteration 
of the report cards. Not only did the peer groups not work as designed, but the NYCDOE 
also believed these peer groupings created an unfair competitive attitude between the 
schools being compared (NYCDOE, 2018). Thus, the new progress reports removed the 
use of the comparison group in score calculation, although interestingly the NYCDOE did 
choose to include some reference to an unpublished comparison group on the reports 
themselves, merely suggesting the relevance of the comparison group and not actually 
using the group to calculate scores and/or ratings. 

The most substantive change, though, was a shift from the aforementioned A to F 
categorical grade scale to a new four-level categorical scale, which labeled schools 
as Excellent, Good, Fair, or Poor in reports designed for parents. In reports designed 
for teachers and administrators, the same four-level categorical scale was labeled as 
Exceeding Target, Meeting Target, Approaching Target, and Not Meeting Target (the latter 
of these labeling schemes will be referred to for the rest of the paper). These new metrics 
were described as “gentler” (Wall, 2014, title), and described by then-chancellor of the 
NYCDOE Carmen Fariña as “looking beyond test scores and focusing on making sure…
each school has what it needs for sustained and continuous growth” and a “transformed…
approach [to] school accountability” (Darville, 2014, quoted speech).

Still, the most prominently placed measure was for “Student Achievement” which 
combined student test scores and credit accumulation. As before, these four-tier 
categorical ratings are assigned by collapsing a continuously calculated numeric score. 
While the numeric score was and remains publicly available, it is published in a format 
perhaps too complex for the general population and not formatted, designed, or 
documented for those without some knowledge of statistics. This suggest any decisions 
by parents, students, or teachers may be made, not from the continuous numeric score, 
but rather from the EGFP label. In addition, the scores were no longer criterion referenced 
— rather, they were built on pre-set targets determined by the NYCDOE, although these 
targets were not consistent across years. 

Last, the new School Quality Reports were also no longer tied to accountability measures 
or bonuses; instead, these reports were designed for schools and leaders to inform their 
planning and allow families to learn more about their school (NYCDOE, 2015). This marks a 
distinct shift away from the “consequential” school accountability mechanism as described 
by Hanushek and Raymond (2005) towards one in which school performance is still 
aggregated and publicized, but without the same predetermined rewards or sanctions.

CONCEPTUAL FRAMEWORK
This paper examines the causal impact of receiving a particular categorical Student 

Achievement rating on a school report card beyond the impact of the numeric Student 
Achievement score. Policymakers and reformers in NYC adopted report cards to “set 
expectations for schools and promote school improvement” (NYCDOE, 2018, p.1). However, 
if there are measurable impacts of the categorical rating beyond that of the numeric 
rating, it is not obvious why the categorical Student Achievement rating specifically would 
have any impact on the activities of a school or leader. Indeed, all the information (e.g., 
test scores and survey responses) used to build the numerical achievement score, which 
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then determines the rating, is known to school leaders ahead of the release of the grade. 
Further, the information contained in the newer, more holistic report card was specifically 
designed to help schools “identify and address specific strengths and weaknesses” 
(NYCDOE, 2015, Overview section). Last, this policy shift represents a move away from a 
consequential accountability system (as defined by Hanushek & Raymond, 2005) to one 
without specifically pre-known consequences. Why, then, might the categorical rating 
itself have any impact above the variety of known information that informs the rating? 

From a purely rational approach, schools and their leaders should work to maximize 
student achievement outcomes and thus improve all progress report numerical scores, 
regardless of the cut points and letter grades with which those numeric scores are 
associated. Simply, if you raise test scores, you raise your achievement score. Unless there 
are stated punishments or rewards for entering/exiting certain categorical ratings, there 
is no obvious reason why a rating category would cause any change above and beyond 
the impact of the numeric score. Further, given the information for specific schools within 
each school’s report card, the most efficient or rational behavior may be to specifically 
target areas of weakness in the report card.

However, rational choice theory (Simon, 1956) explains that not all behavior is as rational 
as expected. Actors may not search for the best option; rather, a good move might be 
chosen as it is safer. When actors respond in these ways, they are “satisficing” (Simon, 
1956, p. 9). Understanding why schools and their leaders may behave by satisficing is 
further explained by Simon’s (1955) theory of bounded rationality. Simon (1956) argues 
that actors can rarely take advantage of all the information provided to them, and instead 
make choices about how much and which information of which to take advantage. 
Considering these concepts, school leaders may have an overwhelming amount of 
information at their disposal, to the point where they may not be able act on all of it. Thus, 
leaders may only use some of that information in deciding which proverbial levers to pull 
to impact student learning. In this paper, I examine the possibility that the comparatively 
limited information in the Student Achievement categorical rating demonstrably causes 
some schools and their leaders to make changes that lead to positive academic outcomes 
in the form of test score growth. 

While the actual behaviors of school leaders are not observed in this study, there are 
numerous ways extant literature has established schools’ responses to accountability 
reforms. For example, Shipps and White (2009) examine the differences in school 
principal behavior before and after increased accountability policies in New York City. 
They found that principals paid closer attention to bureaucratic expectations and market-
style accountability, each of which are directly connected to the New York City progress 
reports. 

Bureaucratic expectations are inherently part of school progress reports in that they are 
developed and shared by the Department of Education; they are treated as reviews of 
schools’ performance for parents and school staff alike. Further, all forms of standardized 
progress reports inherently align with market ideology (Engel, 2000) in that they suggest 
intra-district comparisons and competition. In this system, even though schools are 
scored at least in part against their own achievement goals, each school is still given a 
label on a consistent and comparable metric against other schools in the city. While not 
every student can choose their elementary school, and thus elementary schools may 
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not fall cleanly into the market phenomenon described above, the reports still provide 
information on how a school is doing in direct comparison to its peers. School leaders may 
use comparatively lower Student Achievement ratings, then, as signals to change their 
behaviors in ways that are different from schools assigned higher ratings.

Existing literature also demonstrates ways schools and their leaders respond to 
accountability pressure in unequal ways across student groups, further suggesting 
a satisficing approach. For example, Booher-Jennings (2005) uncovered the use of 
educational triage in response to Texas’ accountability system, in which teachers and 
administrators diverted resources to attend to students close to the threshold of passing 
(i.e. “bubble kids”) and students that were known to count for the school’s accountability 
rating. A similar set of circumstances could be relevant in New York City. Schools are 
commonly judged by their percentage of students meeting proficiency (NYCDOE, 2019). 
Similar to the findings in Booher-Jennings (2005), schools in New York City may also be 
practicing educational triage and addressing some of these subgroups differentially based 
on their Student Achievement rating.

METHODS
DATA/SAMPLE

To answer research questions on the impact of school report card grades, I used the 
“Student Achievement” ratings from all Elementary, Middle, and Kindergarten through 
eighth grade schools (n = 1091) in the New York City Department of Education from 
2014–15 through 2018–19 school years. These years were selected because these were the 
first years the new reports were used and include all available years of data at the time 
of writing (with an exception for 2016–17 described below). As noted before, the Student 
Achievement rating is on a four-level categorical scale and built from a 1–5 continuous 
measure known as the Student Achievement Score. This continuous metric is built from 
a complex formula taking into account student achievement, future credit accumulation, 
and performance relative to a NYCDOE-assigned target. These data create my assignment 
(score) and treatment (rating) variables.

For my outcome variables, I construct a variety of grade-level test score growth metrics 
for grades 3 through 8. In New York State, every 3rd through 8th grade student completes 
an annual Math and English (ELA) exam each Spring. These data were downloaded 
from the NYCDOE website in Excel format and merged with the quality report data by 
a NYCDOE-assigned school ID number and year. Schools without test scores for both 
years, generally new or closed schools, were excluded. Similarly charter schools, who have 
different reporting requirements, were also excluded. These test scores are reported as 
collapsed at the grade by subject by school level, from 2014 through 2019; I then use them 
to construct year-to-year growth measures for each grade-subject-school. Excluded from 
the analysis is growth from the 2016–17 to 2017–18 school years, as New York State revised 
the exam in the 2017–18 school year to reduce the number of days tested and substantively 
changed the scaling of exam scores. As a result, the scores from 2017–18 are comparable 
to the following year (2018–19), but not prior years. These metrics are described below.
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DESCRIPTIVE STATISTICS
In Tables 1 and 2, I present descriptive data. Table 1 presents the distribution of Student 

Achievement ratings, grouped both by school-year (one observation for each school-year 
combination) and grade-subject (one observation for each grade-subject combination 
within each school-year). Of note is the uneven distribution across the rating categories. 
There are few (n=55) schools that received the “Not Meeting Target” rating label across all 
years, less than 2%. Further, the majority of schools received a “Meeting Target” rating; just 
over half. The remaining schools were roughly evenly distributed between “Approaching 
Target” and “Exceeding Target.” Also of note were the relatively consistent percentages 
across the school-year and grade-subject breakdowns, which suggests no substantive 
differences within the grades served between schools with different Student Achievement 
rating categories.

There are a few key observable differences between schools receiving different Student 
Achievement ratings; in Table 2, I present key variables that highlight some of those 
differences. For example, schools that received lower scores tended to have a larger 
percentage of students of color. Schools that received lower scores tend to have slightly 
higher percentages of students with disabilities, higher Economic Need Index scores, and 
more students chronically absent. Schools with higher Student Achievement ratings tend 
to have more experienced principals, although not more experienced teachers.

OUTCOME MEASURES 	
My outcomes of interest are generally described as test-related growth in the year 

following the assignment of a given Student Achievement rating. Table 3 presents 
outcome averages for each of the four Student Achievement rating levels, grouped into 
two panels by subject area. In each panel, the first row represents growth after receiving 
the specified Student Achievement rating. The subsequent rows represent other test-
related outcomes of interest. 

While I neither individually examine the behaviors of an individual school and its 
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leaders, nor track individual students in and out of these levels, school-level measures of 
proficiency across years can be a good measure for student performance and a proxy 
for administrator behavior. New York State also converts student exam scores to a 1 to 4 
scale to indicate level of proficiency for each student; category 1 is the lowest, category 
2 follows, and categories 3 and 4 are each considered proficient. As schools may be 
interested in improving subsets of student scores, I construct growth metrics for numbers 
of students in the following categories: 1 (lowest), category 2 (“bubble”) and category 3 
/ 4 (proficient). The city-defined definitions for each of these categories is presented in 
Table 4.

The importance of the signs of these metrics is worth discussing specifically as they are 
not uniformly interpreted across categories; a negative “growth” in the lowest category, 
for example, means a school had less students in the lowest category (in a given grade-
subject) than in the prior year — what most would consider a good thing, despite the 
negative numeric change. A positive growth in the proficient category, though, means a 
school has more students achieving proficiency (again in a given grade-subject) than in 
the prior year — also a good thing. 

In Table 5, I present four possibilities for various combinations of signs of three 
performance category outcome measures at four hypothetical schools. Schools A and B 
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present the most obvious interpretations. At school A, the proportion of students in the 
lowest category increases, while the number of proficient students decreases. This is a 
school that is not showing improvement, regardless of the difference in level 2 students. 
At school B, the lowest category decreases while the proficient category increases. This 
is a school that is clearly improving; whether the students are moving out of the lowest 
category into level 2 (or “bubble”) or proficient category is certainly important, but 
with this current data we have no way of knowing if that’s the case. Schools C and D are 
slightly more complicated; in school C, we see increases in both the lowest and proficient 
category, suggesting that students are being pulled from the bubble to both extremes, 
suggesting heterogeneity by prior performance level. Conversely at school D students 
are leaving both the lowest and proficient category, congregating at the bubble, again 
suggesting heterogeneity, although with notably different results. As students clump 
at the bubble category, this could indicate School D is increasing scores of its lowest 
students while suppressing proficiency. 

EMPIRICAL STRATEGY
To examine the causal impact of a particular categorical rating, I echo approaches from 

previous scholarship on school accountability grades, namely those conducted on New 
York City data (i.e., Rockoff & Turner, 2010; Winters & Cowen, 2012). Ideally, to replicate 
a fully controlled trial, I would examine the same school under two different conditions; 
for example, one in which they receive a label of “Approaching Target,” and one in which 
they receive a label of “Meeting Target.” For obvious reasons, this is not possible; schools 
only receive one score/rating each year, and schools have already received these labels. 
Further, it would be difficult and unethical to randomly assign something so important in 
the future. Indeed, in non-experimental designs, it is often difficult to replicate the random 
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assignment inherent in a carefully controlled experiment. However, there are ways, with 
some assumptions, to create (almost) as-good-as randomization. 

In a regression discontinuity (“RD”) approach, the underlying notion is that observations 
close to the left and right of any given cutoff are essentially statistically identical based 
on their close proximity on the assignment variable which determines their categorical 
label, which Lee and Lemieux (2010) described as the “Local Randomization” assumption 
(p. 295). While in a controlled trial, treatment is assigned based on strict randomization, 
here treatment is assigned to those close to the cut point in what is assumed to be a near-
random way. 

This approach leverages the discontinuous treatment assignment mechanism built into 
the School Quality Reports. Table 6 and Figure 1 demonstrate this assignment mechanism 
clearly. The Student Achievement Score (referred to from here on as “score”) is generated 
on a 1 to 5 continuous scale, and depending on this score, schools are assigned one of 
four Student Achievement Ratings (referred to from here on as “rating”). Note the lack 
of overlap between the rating categories; the maximum for each category is exactly 
.01 below the whole number threshold for the next category. Plot point sizes in Figure 
1 highlight the cluster in the middle two ratings, and the few schools gathered on the 
extremes.

In this case, the continuous student achievement score concretely determines the 
categorical rating, but schools close to the predefined cut point (for example, 2.99 vs. 
3.00) are so close that they are essentially randomly distributed on either side of the cut, 
meaning the difference between receiving a rating of “Approaching Target” and “Meeting 
Target” is essentially random. Thus, creating localized regression models around the cut 
point can estimate the causal impact of treatment; in this case, treatment is defined by 
receiving a particular rating relative to another.

The models implemented are of the following form:

E(y+1)sgc-Eysgc=β0+γTys+βi(Sys )+βjTys(Sys )+βkXys+μy+εys (1)

where E(y+1)sgc represents an outcome metric for year y+1, or one year following the 
assignment of a Student Achievement rating, in school s, grade g, and content area c 
(either Math or English), while Eysgc represents the same metric for the year the rating was 
assigned. Together, the left side of equation (1) represents growth in a specified outcome. 
Tys represents a dummy variable for receiving a lower rating at a given school in a given 
year for a specified cut point between two ratings; for example, Tys=1 if a school received 
an “Approaching” rating and Tys=0 if the school received a “Meeting,” if examining the 
“Approaching vs. Meeting” cut point.1 Sys is a vector which represents the continuous 
Achievement Score for a given year/school and its quadratic term, Tys(Sys) represents a 
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vector of interactions between treatment and Achievement Score, allowing for differing 
coefficients on either side of the cut point. Xys represents a vector of school-year 
covariates and μy is a year fixed-effect; these terms are added in later models. Lastly,  is an 
idiosyncratic error term. Finally, γ is the parameter of interest, and given the assumptions 
of the regression discontinuity design, represents the causal impact of being just assigned 
a particular label relative to one Student Achievement rating higher.

ESTABLISHING THE VALIDITY OF THE RD IDENTIFICATION STRATEGY
An important preliminary check for internal validity is to assess the possibility of 

manipulation at the cut point (Lee & Lemieux, 2010). Because the assignment variable 
— achievement score — is assumed to be continuous, there should be little evidence of 
significant jumps anywhere along the spectrum, but specifically not at the cut points. If 
there were to be a jump at the cut point, it might signify and unobservable manipulation 
to the assignment variable at the cut point, violating a core assumption of the regression 
discontinuity approach, and thus rendering our analysis inaccurate. To see potential 
evidence visually, a histogram is the most appropriate choice, and presented in Figure 2. 
There are three distinct areas, defined by the two cut points of the achievement score. 
Schools that were designated “Not Meeting” or “Approaching” the target have been 
classified as “Below Target”, while the “Meeting Target” and “Exceeding Target” labels 
are directly from the achievement rating. The cut point lines are presented in red for 
convenience as well.

Upon simple visual analysis, while the cut at 4 seems to not be an issue, there does 
appear to be a small jump from “Below Target” to “Meeting Target” where Achievement 
Score equals 3. This is potentially statistically problematic; if there is manipulation 
happening to move scores from immediately below the cut point to immediately above, 
this would violate a core assumption of RD and render any inference based on the RD 
inaccurate. However, considering the nature of the School Quality reports and their 
underlying statistics, it would be difficult for any real manipulation to take place. First, it is 
impossible to predict and manipulate the wide range of scores that will eventually be used 
to calculate an achievement score and therefore rating. While administrators may have 

1While it may seem more intuitive to code this in the reverse, I chose to code treatment in this way as to more intuitively 
interpret the effect of the lower score relative to the higher score, given the theory that schools may be motivated in 
particular by a lower score.
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As a final check of the regression discontinuity assumptions, I present a parallel analysis 
using a covariate as an outcome measure as suggested by Lee and Lemieux (2010) in 
Table 7. If there was notable manipulation or some other difference in the groups on 
either side of the cut points, this difference may be revealed by differences in covariates, 
which, based on the assumptions of regression discontinuity, should be similar across 
both sides of the cut point. Table 5 presents results from RDRobust (Calonico et al., 
2017) for all school-level covariates used later in analysis at both cut points: percent 
of English language learners, percent of students in special education, economic need 
index (calculated by NYCDOE to represent schoolwide economic need), a variety of race 
percentages, principal and teacher experience, and student and teacher attendance. 
Columns 1–3 indicate balance at the Approaching vs. Meeting cut point, while columns 
4–6 indicate balance at the Meeting vs. Exceeding cut point. The first columns (1 and 4) 
utilize data-driven bandwidth selections, while the remaining use a predefined smaller and 
larger bandwidth. There should not be any significant results in these tests; if there were, 
it would signify a discontinuity in one of our covariates, violating the local randomization 
assumption, and would suggest that there was a statistical difference between the 
two groups close to the cut point. As suspected, the estimates are small in magnitude, 
indicating little difference, and only a small handful are significant, and only at the p= .05 
level. Indeed, given the large number of statistical test results being presented in this table 
(60), it is not surprising that some may appear significant. This helps reinforce (yet not 
necessarily fully confirm) the original assumption of local randomization around the two 
cut points.

RESULTS
In the following section, I discuss the findings of the regression discontinuity design. 

First, I explain visual differences at the cut point using binned plots with local linear 
specifications mapped on for ease of interpretation, finding that being just assigned 
(i.e., assignment based on being just past the cut point) a rating of “Approaching” has 
a positive impact on some math-related outcomes. Those results do not appear to be 

had access to their scores before they were finalized, it would still have been difficult to 
manipulate scores after tests were concluded and shift scores in one direction or the other. 
Finally, as I address more fully in my limitations section, any manipulation of this sort may 
actually lead to underestimating the effects at that cut point, given the results presented 
below.



57Does This Mean We Get an A?

present for ELA outcomes, nor for being just assigned the “Meeting” rating. Then, I present 
numeric estimates that bolster the conclusions evident in the graphical approach. 

VISUAL RESULTS
Figure 3 demonstrates the four math outcomes of interest at the “Approaching vs. 

Meeting” cut point. There are apparent discontinuities in all four of the graphs presented; 
each graph suggests that just being assigned a rating of “Approaching” improves math-
related outcomes. First, in graph A, it appears that there is increased score growth below 
the cut point, suggesting being assigned a lower rating causes a positive impact on math 
score growth for schools just below the cut point when compared to their similar peers 
just above the cut point. Similarly, graph D suggests that when schools just below the 
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cut point are assigned a lower rating, they have a greater increase in their percentage of 
students in the overall category of proficiency in comparison to their peers just above the 
cut point.

Graph B (figure 3) shows an opposite visual pattern, as in being just at the lower rating 
suggests a negative impact relative to schools just above the cut point. However, this may 
be consistent evidence of improvement regardless of differing signs. Graph B suggests 
that schools just below the cut point have a larger decrease in the number of students in 
the lowest category, which would generally be interpreted as overall improvement. Similar 
to graph A, the positive difference in graphs C and D suggests that schools just below the 
cut point both increased the number of students in the bubble category (level 2) as well 
as students in the Proficient category, when compared to schools just above the cut point. 
However, the evidence in graph C is the least conclusive visually.

Figure 4 demonstrates the four ELA outcomes of interest at the “Approaching vs. 
Meeting” cut point. These figures appear to be less conclusive than their counterparts 
in Figure 3 in that the discontinuities are less pronounced. Still, in graphs A and B there 
appears to be evidence of improvement for schools in both score growth and movement 
of students out of the lowest performance category just below the cut point receiving a 
rating of Approaching in comparison to similar schools just above the cut point.

Figure 5 presents the same math-related outcomes as Figure 3 but shifts the perspective 
to the Meeting vs. Exceeding cut point. In comparison to Figure 3, there do not appear 

to be as notable discontinuities here. A weak argument may be made that graphs A and 
B present discontinuities; interestingly, the signs of these discontinuities are opposite 
of the prior evidence, perhaps suggesting that schools just above the higher cut point 
improved as a function of the higher rating. Still, that claim would need to be confirmed by 
additional evidence presented below. Figure 6 presents the same ELA-related outcomes 
as Figure 4, but at the Meeting vs. Exceeding cut point. Similar to math-related results in 
Figure 5, there may be a weak argument for differences present in graphs A and B, again 
with different signs than at the prior cut points, but that evidence should be interpreted 
cautiously and only if verified by additional analyses that follow.
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bias to point estimates (Lee & Lemieux, 2010). To address this, Lee and Lemieux (2010) 
suggest exploring the sensitivity of results with a variety of bandwidths and a variety of 
orders of polynomial, although recent evidence (Gelman & Imbens, 2019) suggest limiting 
higher order polynomials to second order (quadratic). Ideally, these differing specifications 
should provide similar estimates of the treatment in both magnitude and sign, revealing a 
rough approximation of the “true” causal effect. 

I present estimates for a variety of bandwidths and polynomial specifications in Tables 
8 and 9. Presented in each cell is , the coefficient on the “treatment,” which is defined 
as being either just below or above the cut point; in Table 6, treatment is just receiving 
an “Approaching” rating, while in Table 7, treatment is just receiving a “Meeting” rating. 

SENSITIVITY TO BANDWIDTH AND FUNCTIONAL FORM  
The results from regression discontinuity designs can be sensitive to the choice of 

bandwidth; in other words, depending on how one defines the range of scores for which 
the schools are essentially similar, the analysis may be biased or imprecise. Indeed, the 
choice of bandwidth is a limitation to the regression discontinuity approach; choosing to 
widen the bandwidth to improve precision (by including more data points) inherently adds 
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The estimates presented, then, are the causal impact of being just below the cut point, in 
comparison to otherwise similar schools, for each of the given outcome measures. While 
there is no expectation that the estimates should be exactly the same across bandwidths 
and polynomial orders, similarities between the variety of specifications, as well as the 
visual evidence presented in the earlier figures, may provide a preponderance of evidence 
of a true causal impact.

The estimates in table 8 are split by math and ELA results in the top and bottom panels, 
respectively. Rows 1, 2, and 4 each suggest similar results to the visual evidence provided 
in figure 3; while the magnitudes are not identical, the fact that multiple bandwidths 
and specifications lead to statistically significant increases in score growth should be 
taken together as a preponderance of evidence. There is ample evidence, then, that 
being just below the cut point and receiving an Approaching rating causes increases in 
math score growth, decreases in the percentage of students in the lowest proficiency 
category, and increases in the percentage of students scoring proficient, relative to 
similar schools just beyond the cut point receiving a Meeting rating. There does not seem 
to be substantial evidence that there is an impact on the “bubble” student category. 
Conversely, in examining the bottom panel for ELA estimates, there does not appear to be 
statistically significant evidence of differences at the Approaching vs. Meeting rating, the 
exception being suggestive evidence of differences in score growth. This is not surprising 
considering the less substantial visual evidence presented in figure 4.

In Table 9, I present a similar set of estimates for the higher Meeting vs. Exceeding 
cut point; the top panel is Math outcomes and the bottom panel for ELA. These results 
confirm the visual evidence in figures 5 and 6; there does not appear to be much evidence 
of an impact of just receiving the Meeting rating, with the exception being row 2 in the 
lower panel for ELA. These results weakly suggest that just being rated Meeting may cause 
an increase in the percentage of students in the lowest category of ELA performance 
relative to schools just above the cut point receiving a rating of Exceeding.

ROBUSTNESS CHECKS AND ADDITIONAL LIMITATIONS
One mechanism to potentially increase precision is the addition of covariates. The 

addition of covariates should strictly not shift the magnitude or direction of the results, 
only the precision, and if the addition of covariates does in fact shift the results the 
implication is that there was either a manipulation issue or a specification issue (Lee 
& Lemieux, 2010). In Table 10, I present results for both Math and English scores at the 
Approaching vs. Meeting cut point with a collection of school-level covariates added 
(see Table 2 for the comprehensive list of covariates). I choose to omit further results for 
Meeting vs. Exceeding as the preferred specification was not statistically significant. The 
results in Table 10 resemble the results in Table 8, as they should, including the relatively 
weak, suggestive evidence that there may be an impact on ELA score growth.

There are some additional considerations and limitations that must be addressed. The 
first is regarding the strength and significance of the conclusions; while there is ample 
evidence that receiving a lower label increased future growth in test scores, particularly 
for math exams, the results are by no means wholly conclusive. Because there are only 
three sets of paired years data, with more data the conclusions would be more robust and 
perhaps more precise. 



61Does This Mean We Get an A?

The second and more important consideration is the issue of potential manipulation 
at the Approaching vs. Meeting cut. Visually, the histogram appears as if there may be 
a “jump” at the cut point, which ideally should not be the case; there will of course be 
some idiosyncratic lumpiness throughout the distribution but seeing a particular “jump” 
at the cut point suggests there may be schools manipulating their scores right at the cut 
point to move from just below to just above. Further, there is a policy-related chance that 
manipulation was happening. Because schools had access to the data used to calculate 
the Student Achievement score ahead of the report’s publication, they could have 
theoretically calculated their (future) Student Achievement scores relative to the cut point 
prior to their official label assignment. Knowing their label assignment, they could have 
attempted to interfere with students’ testing or attempt to manually edit their data to 
account for the potential lower rating. 
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Manipulating test scores to move from one side of the cut point to another seems like 
an unlikely and unwieldy task for an administrator, however. The administrator would need 
both a significant amount of time to develop the calculations, as well as plausible rationale 
to manually adjust scores. Further, a savvier administrator would likely manipulate their 
grade to be higher. Assuming a savvy administrator would also lead to higher test scores, 
this manipulation would in fact bias results in the opposite direction; those schools that 
were manipulated to be just beyond the cut point should see more growth in comparison 
their otherwise similar schools just below the cut point. Any potential manipulation, then, 
would suggest the results are actually larger than presented here. Adding further analysis 
to those specific cases immediately past the cut certainly would be beneficial in the future.

An additional potential issue to be considered is that of schools sliding back and forth 
across the cut point. Because test scores are included in subsequent years’ Student 
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Achievement scores, there is a possibility that the gains described above of just receiving 
a rating of Approaching will push a given school into the Meeting category the following 
year, making the school a control school. While the year fixed effect in the model 
addresses any between-year dependencies by limiting comparisons to within-year, it 
does not wholly address the issue from an interpretive standpoint. Because the gains are 
local to the cut point, if schools are simply sliding back and forth across the cut point, 
the results are far less meaningful, suggesting any impacts are both short-term and 
immediately reversed. 
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Figure 7 provides a descriptive picture of this potential issue by mapping the treatment/
control status of all schools within the preferred bandwidth of year 1 (2015’s report card) 
at the Approaching/Meeting cut point. In the leftmost column are size-weighted markers 
for schools just below and above the Approaching/Meeting cut point on the 2015 report 
card. The middle column filters those schools by their rating, if within bandwidth, the 
following year. Because some schools move out of the bandwidth altogether in the 
following year, the markers in 2016 do not sum to their respective markers in 2015. Finally, 
a similar split is demonstrated between 2016 and 2018 (the next analytic year). Of the 
157 treatment schools within the analytic bandwidth labeled Approaching in 2015, only 11 
moved up to Meeting in 2016 and back again to Approaching in 2018. Similarly, of the 220 
“control” schools, only 6 move back to Approaching and subsequently up to Meeting once 
again, suggesting any problematic sliding back and forth across the cut point is limited.

While the descriptive picture above suggests only a limited impact of “sliding” back 
and forth across the cut point, there are legitimate policy reasons why the impact might 
be limited as well. While the measured outcome, test scores, are a part of future Student 
Achievement scores and ratings, it is not the only measure; there is significant noise in the 
assignment variable as it is constructed from a variety of metrics (including test scores, 
attendance, school surveys, etc.). 

Last, there may be a concern that prior treatment, including prior year ratings from this 
system or the prior system, may present an identification issue. For that to be the case, 

prior years’ treatment would need to be endogenously associated with the treatment 
above and beyond the forcing variable, which is unlikely to be the case. That is to say, even 
with prior intervention based on prior treatment, which may move schools up (or down) 
on the continuous forcing variable, there’s nothing to suggest that movement would be 
different immediately surrounding the cut point. While prior treatment may impact some 
schools, those schools are likely to be distributed across the cut point in a given year, and 
year fixed-effects ensures only within-year comparisons are estimated. 
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DISCUSSION
The results suggest two key causal implications of receiving an “Approaching” Student 

Achievement rating for schools near the cut point in comparison to schools near the cut 
point receiving a rating of Meeting. First, schools just receiving an Approaching rating 
causes greater growth in the following year’s math scores, while the evidence is not 
nearly as strong for ELA. This is consistent with prior evidence of that strict accountability 
implementation increases in math more dramatically than reading (Hansen et al., 2018). 

Second, schools just below the cut point appear to be more effective than otherwise 
similar schools at moving students out of the lowest category of math score, as well 
as more effective than otherwise similar schools at moving students into the proficient 
category of math score. While there is little evidence for the bubble students, this very 
well may be because schools just below the cut point are moving students both in and 
out of the bubble, masking any real impact or difference between the two groups of 
schools despite the progress being made. In conjunction, the evidence I present above 
suggests that, at least for math, schools and their leaders are responding specifically to 
the categorical Student Achievement rating above and beyond any information presented 
by the continuous numeric achievement score. 

While the evidence above may indicate a lower categorical Student Achievement 
rating causes increased math test score growth in the following year for schools near the 
Approaching/Meeting cut point, it does not address why this happens. There are a variety 
of potential explanations with policy implications. For example, it may be that for schools 
just below the cut point there is a differential motivating factor that leads to different 
tactics leading to increased achievement and/or focus on test scores in the following 
year relative to their peers, a form of satisficing (Simon, 1956). Alternatively, schools who 
just barely reach the threshold for a higher score may see this achievement as sufficient 
relative to their peers and place less emphasis on test scores the following year (another 
form of satisficing). Again, this is important from a policy perspective because it suggests 
that schools and their personnel react positively to negative information about their 
institution, even if that information is comparatively marginal (i.e., puts them just below the 
cut point). Further, it suggests that despite the availability of the fully continuous Student 
Achievement score, schools are reacting to the categorical ratings and not numeric score, 
otherwise there would likely be no discontinuous result.

IMPLICATIONS
FOR POLICY AND PRACTICE

I first consider these findings in the context of the broader education accountability 
movement. There was a marked increase in available information from No Child Left 
Behind and other national policies (e.g., Every Student Succeeds Act, Elementary and 
Secondary Education Act, etc.) that require additional information, namely testing, to 
be collected by states and municipalities. These findings indicate that while incredibly 
detailed, individual level data are collected from numerous standardized examinations 
and/or other data systems, the broad, school-level categorical data causes schools to 
make some sort of change leading to differences in future test scores. Whether this is 
because schools are making meaningful changes or not is not determined here; rather, I 
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show evidence above that at least something different is happening as a function of the 
categorical rating that may have been difficult to calculate without NCLB’s systematic 
collection of data� Still, while the increase in information ushered in by new accountability 
policies might be celebrated, it is unclear whether schools have the capacity to use that 
information effectively; that is, taking advantage of its full level of detail� Therefore, while 
collapsing data down to a more digestible chunk may have its benefits, in these results 
there is evidence that it perhaps causes limited response when more comprehensive 
response may be more beneficial�

While it is dangerous to make broad policy recommendations stemming from a 
single study or perspective, it is worth considering the impact providing clear and distinct 
information has on schools, again considering if that information (the Student 
Achievement rating) is a rough approximation of a more subtle yet just as easily available 
metric (the Student Achievement score)� That is, the evidence above suggests that 
schools are less likely to respond to a continuous measure and more likely to respond to a 
categorical one� Perhaps, then, district accountability offices might see more efficiently 
distributed impacts if they create and distribute more simple, categorical measures of 
school quality to induce positive changes, especially for schools that are close to given 
cut points� These could include or expand upon the six sub-areas currently in the NYCDOE 
School Quality Snapshot (NYCDOE, 2018). 

A second implication is that there is a need for district-level support for schools and 
their data teams� While the New York City Department of Education intended to create a 
more detailed, nuanced look at school quality, the evidence above suggests the response 
was similar to the old, “one-dimensional” (NYCDOE, 2015) report cards� If schools at the 
cut points are responding only to the ratings and not the more detailed information 
contained in the continuous Student Achievement score, that may be because of a lack of 
knowledge or resources for doing so� School leaders and teachers would perhaps benefit, 
then, from additional training carried out by district-provided experts in data analysis� If 
district leaders could develop processes for schools and their leaders to use the more 
complex and detailed information, perhaps there could be positive impacts across the 
spectrum and not just at the cut points�

FOR FUTURE RESEARCH
To advance understanding of school report cards and school accountability systems writ 

large, researchers should extend these analyses to other outcome variables� For instance, 
they should examine less traditional outcomes besides test scores, some of which are 
accessible via publicly shared data on the NYCDOE website� First might be survey-related 
outcomes, including results from parents and teachers; NYCDOE conducts an annual 
school climate survey (NYCDOE, 2019) that asks parents, teachers, and older (high 
school) students questions regarding the functioning of their school including evaluating 
leadership, school culture, and safety� There are a variety of potential outcome variables 
of interest embedded in the survey, including shifts in trust for principals based on prior 
rating, or different parental perspectives on a school based on prior rating� 

Also, this analysis could be extended to high schools, which would inherently lead to 
another compelling application� Because New York City has a system of “universal choice” 
(see Abdulkadiroğlu et al�, 2005 for a summary of the system), students have access to 
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these scores prior to making their school application decisions. Perhaps, then, there are 
causal impacts on not only what happens at a given school, but who chooses to attend; 
does a lower label cause different students to apply to a given school in comparison to 
otherwise similar schools with a higher (or lower) label? Each of these potential extensions 
could be explored in the future.

CONCLUSIONS
The RD analyses suggests that receiving a lower categorical Student Achievement 

rating on a school accountability report may causally increase test score growth on 
Math exams for those schools who are close to the cut point, as well as decrease the 
number of students in the lowest proficiency category while increasing the number of 
students in scoring proficient. While these results are similar to prior work, there are a 
few key differences; while prior work (Rockoff & Turner, 2010; Winters & Cowen, 2012) 
demonstrated a causal impact of low grades, they did so at a time when specific sanctions 
including financial considerations and choice implications were associated with the report 
cards. Further, the former report cards were scaled only partially, and to a large group of 
peer schools. Thus, the prior measured impacts may or may not necessarily have been 
directly attributable to the report card itself; rather, the sanctions, choice threats, or 
relative performance to peers may have been motivating factors. Indeed, Hanushek and 
Raymond (2005) note that shifts from simple public-facing accountability to a system 
involving consequences had positive impacts on student achievement.

In comparison, the results presented here do not necessarily come attached to a 
consequential system; there were no such threats associated with a low score at the 
time. In fact, the reports themselves were designed to be more holistic and inspire a 
more diverse set of changes (NYCDOE, 2015). This strengthens the argument that the 
rating itself is causing the shift in score growth. While there are a variety of potential 
explanations for such a phenomenon, the fact that the rating appears to have a causal 
impact in and of itself provides important information for those working in and around 
school accountability: even if detailed information is available, the act of labeling a school 
with a particular rating can have an impact on its own.
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